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ESSAY

Embedded Assessment as an Essential Method for 
Understanding Public Engagement in Citizen Science
Rachel Becker-Klein*, Karen Peterman† and Cathlyn Stylinski‡

Citizen science is an important way of engaging a broad range of audiences in science inquiry by partici-
pating in research that asks novel questions and unearths new knowledge and new questioning. Though 
citizen science projects are quite diverse in their scientific pursuits, all projects share the common ele-
ment of involving volunteers directly in some aspect of science inquiry. Thus, it is essential for citizen sci-
ence projects to determine their participants’ capacity to learn and successfully perform science inquiry 
skills, such as making scientific observations, collecting and analyzing data, and sharing findings. Such skill 
gains are essential to (a) ensure high quality data that can be used in meaningful scientific research, and 
(b) achieve broader goals such as developing a participant’s identity as a contributor to science. However, 
we do not yet fully understand how improvement in participants’ inquiry skills through citizen science 
advances our knowledge of public engagement with science. In this essay, we offer embedded assessment 
as an effective method to capture participant skill gains, and encourage citizen science leaders, evalu-
ators, and researchers to develop authentic methods that address the complexities of measuring skill 
development within the context of citizen science.
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Citizen science is an important approach for engaging 
non-scientists in research that asks novel questions and 
unearths new knowledge and new questioning (Bonney 
et al. 2009; Dickinson and Bonney 2012). Though citizen 
science projects are diverse in their scientific pursuits, 
all share the common element of involving volunteers 
directly in some aspect of science inquiry. Citizen sci-
ence participants need to develop robust science inquiry 
skills to (a) ensure high quality data that can be used in 
meaningful scientific research and (b) achieve broader 
goals such as developing a participant’s identity as a con-
tributor to science. Consequently, citizen science projects 
must determine their participants’ capacity to learn and 
successfully perform various inquiry skills such as making 
scientific observations, collecting and analyzing data, and 
sharing findings. This essay discusses embedded assess-
ment (EA) as an effective method for capturing and meas-
uring gains in participant skills.

As defined by Wilson and Sloane (2000: 184), EAs are 
“opportunities to assess participant progress and perfor-
mance that are integrated into instructional materials 

and virtually indistinguishable from day-to-day [program] 
activities.” As such, EAs allow learners to demonstrate 
their science competencies through tasks that are inte-
grated seamlessly into the learning experience itself. Here 
we explore development of science inquiry skills in the 
context of citizen science and offer examples of how EAs 
could be applied to understand skill gains in ways that do 
not interfere with the free-choice nature of learner-driven 
experiences.

Science Inquiry and Citizen Science
The extent to which a project includes various science 
inquiry skills has been used to define models of public 
participation in citizen science (Bonney et al. 2009; Shirk 
et al. 2012). Specifically, contributory citizen science pro-
jects primarily limit the involvement of volunteers to the 
collection of data (usually through observation, identifica-
tion, and monitoring), while collaborative citizen science 
projects expand on data collection to include developing 
explanations, designing data collection methods, and ana-
lyzing data. Co-created projects include the inquiry skills 
from the other citizen science models while also providing 
opportunities for the public to define the research ques-
tion, gather information to support the study rationale, 
interpret data to make conclusions, disseminate results, 
and pose questions for further study.

Most current citizen science projects are considered 
contributory in nature. However, as the citizen science 
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field grows, more collaborative and co-created projects 
are being developed in which the public plays more active 
roles in the design, implementation, analysis, interpreta-
tion, and dissemination of research. Such a shift in project 
design requires participants to develop a deeper under-
standing of the science process, while also supporting 
their “use of critical thinking skills in their everyday lives 
and their use of science in relevant contexts, such as Earth 
stewardship and scientifically informed decision making” 
(Dickinson et al. 2012).

The current array of tested methods for demonstrating 
the effects of citizen science on skills is limited and con-
sists largely of self-report scales (Phillips et al. 2012). This 
assessment challenge extends to other informal learning 
activities, for which traditional (formal) assessment meas-
ures offer a poor fit (National Research Council [NRC] 
2009; Fenichel and Schweingruber 2010). As such, we 
believe that the citizen science community is in need of 
more innovative and performance-based methods to col-
lect data about skill-based outcomes. Taking steps in this 
direction would enhance our understanding of the ability 
of citizen science to achieve both educational and scien-
tific goals and could serve as a model for assessing project 
outcomes in the larger field of informal science, technol-
ogy, engineering, and math (STEM) learning.

Embedded Assessment and Citizen Science
Because they require that participants demonstrate their 
skills, EAs offer an innovative way to understand the 
impacts of citizen science participation. EA methods can 
include performance assessments, in which participants do 
something to demonstrate their knowledge and skills (e.g., 
scientific observation), and authentic assessments, where 
the learning tasks mirror real-life problem-solving situa-
tions (e.g., the specific data collection techniques used in a 
citizen science project; Rural School and Community Trust 
2001; Wilson and Sloane 2000). EAs can be used alongside 
more traditional research and evaluation measures and 
also may be useful for measuring volunteers’ skill devel-
opment across time. An analogy is the current method 
for obtaining a driver’s license in the United States, which 
requires both a written exam and driving test. The writ-
ten exam provides information about whether someone 
knows the rules of the road, while the driving test demon-
strates actual driving skills. Just as it would be unwise to 
judge a person’s driving ability based solely on one or the 
other of these evaluation components, it is equally unwise 
to measure the impacts of citizen science participation 
through self-reported methods alone.

EAs, especially performance-based EAs, are particularly 
appropriate for free-choice learning programs--such as 
citizen science--which require the use of skills throughout 
their implementation and that have educational or prac-
tical outcomes related to skill gains among volunteers. 
One of the challenges cited by the NRC was the fact that 
surveys, tests, and assessments do not feel authentic to 
informal learning contexts (NRC 2009). EAs, by contrast, 
are integrated into the learning experience itself and thus 
authentic in every way.

Although EAs have not been widely used to advance 
understanding of the impact of participatory informal 
science education efforts, interest in their use is growing. 
For example, since 2006 EA has been featured regularly 
at STEM and evaluation conferences including presenta-
tions at the American Evaluation Association conferences, 
the National Educational Computing Conference, and the 
Out of School Time Conference (Becker-Klein et al. 2014; 
Na’im et al. 2009; Peterman 2006; Peterman and Muscella 
2007; Peterman et al. 2009). Most recently, the NRC cre-
ated a consensus report on how to best assess the per-
formance expectations articulated in the Next Generation 
Science Standards (NGSS), which describe skills as science 
practices (NRC 2014). The authors emphasize the impor-
tance of creating assessments that are able to capture 
three-dimensional science learning to adequately assess 
students’ mastery of performance expectations. They spe-
cifically refer to the promising development of classroom-
embedded assessments as “assessment tasks that have 
been designed to be integral with classroom instruction” 
(NRC 2014: 4). Finally, performance-based assessments 
were mentioned in the 2011 consensus report on Learning 
Science through Computer Games and Simulations (NRC 
2011), which examined the role that technology (spe-
cifically computer gaming and simulations) plays in the 
assessment of student learning.

Embedded Assessment Examples
EAs can take many forms and can be used in a variety of 
settings. The essential defining feature is that EAs docu-
ment and measure participant learning as a natural com-
ponent of the program implementation and often as par-
ticipants apply or demonstrate what they are learning. EAs 
must be created through a deliberate and intensive pro-
cess of development, including the involvement of both 
program staff and evaluators or education researchers. 
Scientific data quality assessments and validation provide 
additional opportunities to integrate EA into citizen sci-
ence projects while also contributing critical information 
for science research. Several examples of EA are described 
below.

Performance-based embedded assessment
Co-author Peterman collaborated with Deborah Muscella 
of the Girls Get Connected Collaborative (GGCC) to create 
a series of games that were used to document students’ 
technology and data-collection skill gains for the National 
Science Foundation-ITEST project Technology at the 
Crossroads (DRL-0423588). In this project, students par-
ticipated in a summer camp experience that included the 
Greater Boston Urban Forest Inventory (GBUFI), a citizen 
science project dedicated to identifying all the trees in the 
city of Boston.

The project evaluation consisted of a number of games 
that were implemented as part of a field day competition. 
One such game included a competition to see which team 
could inventory trees the fastest and most accurately. The 
GGCC team conducted an inventory of several trees that 
were close to the summer camp. The evaluation team then 
had groups of students inventory the same trees as part 
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of the competition. Students conducted their first inven-
tory after one week of camp and a second inventory at the 
end of the two-week camp experience. They were timed 
as they conducted their inventories and their data were 
compared to those collected by the GGCC staff. Time and 
accuracy rates were also compared from the first to the 
second week of camp and to volunteer data made avail-
able by the GBUFI. The results showed statistically signifi-
cant increases in data accuracy from the first to the second 
week of camp and a statistically significant decrease in the 
amount of time it took to collect the data. In addition, the 
accuracy of the data and the time needed to collect the 
data matched or improved on the accuracy and time pro-
vided by the GBUFI (Peterman and Muscella 2007). This 
activity was developed specifically for the purposes of pro-
ject evaluation.

Data quality assessment
Another option for EA is to take advantage of data- validation 
procedures that a project already has in place. Several 
recent articles offer strategies for validating citizen sci-
ence data quality (Bonter and Cooper 2012; Dickinson and  
Bonney 2012; Havens et al. 2012). For example, Bonter 
and Cooper (2012:36) state that “one promising develop-
ment for addressing the need [to identify plausible but 
erroneous observations] is the creation of online games or 
quizzes.” Such games, whether online or in person, could 
be used not only to improve data quality but also could be 
a form of EA that assesses participants’ skills in scientific 
observation and data collection. In this way, citizen sci-
ence data can serve multiple purposes—improving quality 
assurance/quality control, engaging volunteers in project 
activities, guiding project revision to deepen participants’ 
understanding of science, and tracking the development 
of participants’ observation skills over time through EA.

As an example, Bonter and Cooper (2012) describe a data 
validation protocol developed for Project FeederWatch. 
This protocol was designed to measure participants’ moni-
toring skills and accuracy with the intention of increas-
ing confidence in the data collected. The project created 
a set of filters embedded into the FeederWatch website 
that resulted in a checklist of “allowable” species for the 
area reported. The authors note “when data violated the 
smart filter criteria, the submission was flagged and the 
participant immediately shown an error message inform-
ing them that the observation was unusual (p. 305).” In 

this way, participants’ observations were checked and the 
data were deemed more valid. If smart filter data for indi-
vidual participants were tracked across time, these data 
could be used to demonstrate skill gains associated with 
the project—a form of EA using online technology. 

Embedded assessment with accompanying rubric
Co-author Becker-Klein (2011) developed a technology-
based EA in collaboration with Bob Coulter from the 
Missouri Botanical Garden and Eric Klopfer from the 
Massachusetts Institute of Technology to evaluate a pro-
ject funded by the National Science Foundation’s ITEST 
program called Community Science Investigators – CSI  
(DRL-0833663). The goal of this assignment was to meas-
ure student skills in working with a technology called 
Augmented Reality (AR). Students in an out-of-school-
time program were challenged to create an AR game after 
learning the technology, and an accompanying rubric 
(see below) was developed to assess learners’ skill in the 
tasks assigned. Project leaders and evaluators collabo-
rated to determine criteria for what constituted a “good 
AR game” that would demonstrate what participants had 
learned (Table 1). Becker-Klein used a recording sheet to 
document the quality of student work. One of the crite-
ria related to a category called Player Experience, which 
stated that “students have put thought into what the 
player will be doing and how a new player would experi-
ence the game.” Results indicated that the challenge activ-
ity was doable and appropriate for students with at least 
some experience with AR technology. The task and scoring 
rubric were sensitive enough to detect differences in par-
ticipants’ skill level with this technology. With further test-
ing and validation, this tool likely could be used to assess 
participants’ skills in this area. 

Importance of Common Methods for Citizen 
Science Assessment
Another important aspect to consider is the adoption of 
common measures for assessing science inquiry skills. For 
example, a report on the need for systematic assessment in 
informal learning environments published by researchers 
from the Program in Education, After School & Resiliency 
at Harvard University and McLean Hospital (Hussar et al. 
2008) concluded that, while many tools to assess science 
interest and skills do exist, there is a need for new tools in 
the field that can be used across multiple programs and 

 Excellent Proficient Developing Needs Attention

Player  
Experience

The AR game is 
extremely intuitive, 
with the key steps well 
thought out and easy 
for a new player to 
follow. Where a player 
will start is abundantly 
clear, and it will be sim-
ple for them to choose 
where to go.

It is pretty clear how 
a new player should 
play this AR game. 
There are a couple of 
different places that a 
player might start, and 
then it will be simple 
for them to choose 
where to go.

Overall, it is fairly clear how 
a new player should play this 
AR game, but there are some 
fuzzy pieces of the game. 
There are several different 
places that a player might 
start the game, and it is 
less clear how a player will 
choose where to go from the 
starting point.

The AR game is not 
at all easy to play, 
and it is unclear to 
a new player what 
he/she is supposed 
to do in the game. 
The starting points 
and where to go 
from these points 
are not specified.

Table 1: Rubric for Assessing Augmented Reality (AR) Challenge Activity.
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which could contribute to creating a stronger evidence 
base for the impact of informal science programs. The 
desire to create sharable measures for informal science 
education also is exemplified by a recent online forum of 
informal learning practitioners and researchers hosted by 
the Center for Advancement of Informal Science Educa-
tion (http://informalscience.org/community/groups/
forum/CAISEEvaluationinISEInitiative/viewforum/56/).

Following this idea, common measures are in devel-
opment within the field of citizen science. Examples are 
the tools and scales developed through a project called 
DEVISE, funded by the National Science Foundation (DRL-
1010744), which are intended for use by environmentally 
focused citizen science projects (Phillips et al. 2014). The 
DEVISE scales include generic and customized scales 
intended to measure a range of participant outcomes: 
Interest, self-efficacy, motivation, skills, and behaviors. As 
such, the DEVISE scales are a significant asset to the field 
of citizen science specifically and the field of informal 
learning overall. However, while skill gains are included in 
the DEVISE instruments, they are limited to self-reported 
measures and thus do not document a participant’s per-
formance of those skills within the context of citizen sci-
ence (T. Phillips, personal communication, March 2015). 
EAs have the potential to fill this gap.

Challenges of Embedded Assessment
Development of EAs pose some challenges that have so 
far prevented their widespread adoption in citizen sci-
ence specifically and informal science education more 
generally. Much of what we know about EAs is based on 
research that was conducted on the use of performance 
assessments in formal learning environments. Research 
to document the benefits and challenges of performance 
assessments did not begin in earnest until the 1990s (Law-
renz et al. 2001; Ruiz-Primo and Shavelson 1996), and 
debates are ongoing about whether performance assess-
ments can truly be a practical assessment solution (Gorin 
and Mislevy 2013; Gott and Duggan 2002; Roberts and 
Gott 2006). For the successful application of EA to citizen 
science, three significant challenges must be addressed: 
(1) the lack of a standard EA development process; (2) the 
tension between validity and reliability; and (3) the dearth 
of professional development related to EA.

Lack of a standard embedded assessment development 
process
A primary challenge preventing wider adoption of EAs 
is the lack of a framework for developing them. By their 
very nature, EAs must be customized to the content area 
of each project. They take time to develop, often require 
individual administration, and can be complex to score 
(Johnson et al. 2009; Stufflebeam 2001). To combat the 
development challenge, Solano-Flores and colleagues 
(Solano-Flores et al. 1999) created a task shell that was 
used to create performance assessments for science stu-
dents. A similar process could potentially guide the devel-
opment of EAs for science outcomes that are common to 
citizen science.

Methodologists recently have begun to develop a 
standard process for creating performance assessments 

with explicitly articulated procedures that include iden-
tification of the need for an assessment and creation of 
a reliable and valid measure (Johnson et al. 2009). Some 
processes also offer standardized guidance on the creation 
of rubrics (Educational Testing Service 2006). We suggest 
that a similar set of exemplary practices, tips, and a stand-
ardized process for creating EAs would aid evaluators in 
creating and using such methods.

Tension between validity and reliability 
Some researchers have claimed that EAs may be more 
valid but less reliable than traditional tests. Gipps (1995) 
exemplified this tension by describing a reading assess-
ment for 7-year olds. In this case, the children read aloud 
from books of their own choosing and then were asked 
questions about the characters and their actions, an 
assessment that was quite high on content and construct 
validity because the materials used for the assessment 
task were authentic to the students’ classroom experi-
ences. However, the fact that many children chose familiar 
books made their task easier, which decreased the reliabil-
ity of the assessment.

Research on the coding of students’ science lab note-
books as a performance assessment may be particularly 
relevant to the citizen science field. Ruiz-Primo, Baxter, 
and Shavelson (1993) concluded that notebook scores 
served as both a reliable and a valid surrogate for per-
formance assessments. This example also meets our 
definition of EA given that it is a natural part of the 
learning process that takes place in many science class-
rooms. Because many citizen science projects involve data 
 collection procedures and forms that have similarities to 
school lab notebooks, this research has the potential to 
serve as a model for coding datasheets as a measure of 
citizen  science participant data collection procedures 
and/or data quality. If coding schemes are created with 
both validity and reliability in mind, this type of strategy 
may be able to provide rigorous data that would contrib-
ute to our growing understanding of public engagement 
through citizen science.

Dearth of professional development related to 
embedded assessments 
Few evaluators or researchers are comfortable with the 
practice of creating and using innovative methods if they 
do not have prior experience or training; unfortunately, 
trainings to aid in developing and using EAs are lacking. For 
example, a search through past conferences of the Ameri-
can Evaluation Association yielded only a few presenta-
tions and no demonstrations or professional development 
workshops about EA. Evaluators and researchers who wish 
to develop EAs are therefore largely on their own unless 
they have the fortune to find and subsequently work with 
others who are engaged in creating such measures. While 
this collaborative cross-project model is happening more 
often, it still is not common in the field.

Conclusion
There is a strong need within citizen science to measure 
science inquiry skill gains in order to understand the 
impact of citizen science projects on their participants. EA 
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provides a valuable way of measuring skill gains in  context, 
something that is sorely needed within citizen science 
and other free-choice learning opportunities. EAs can 
complement traditional evaluation and research methods 
without undermining the voluntary nature of learning in 
informal science contexts. However, there are significant 
challenges to developing and administering EAs, includ-
ing questions about the reliability of the method and the 
lack of evaluator and researcher training in this area.

Despite these hurdles, we believe that EA is a critical 
method for citizen science and the broader informal sci-
ence education field. We are beginning to tackle many of 
these hurdles through an NSF Advancements in Informal 
Science Learning (AISL) grant. Our Embedded Assessment 
for Citizen Science (EA4CS; DRL-1422099) project will 
examine the inquiry skills common in citizen science pro-
jects and how those skills are or could be assessed. Our 
project will also explore the development process of EAs 
for three distinct citizen science projects. From this work, 
we will initiate a process for developing EAs that can be 
both reliable and valid, which meets the needs of the case 
study projects, and that has the potential to generalize 
to the broader citizen science community. We hope that 
this project will demonstrate the utility of EA as a valu-
able method that can be used across projects that share 
inquiry skills.

In the meantime we encourage citizen science leaders, 
evaluators, and researchers to help us push the envelope 
by thinking critically about the inquiry skills fostered by 
their citizen science projects and ensuring that those skills 
are measured as part of evaluation and research plans. 
Citizen science leaders should consider whether their pro-
jects include practices that could be used as an EA of skill 
development and, if so, take advantage of those systems 
for evaluation and research purposes. In cases where exist-
ing practices are untenable for evaluation or research, we 
encourage science evaluators and researchers to develop 
authentic methods that address the complexities of meas-
uring skill development within the context of citizen sci-
ence. Finally, given the critical role that inquiry skills play 
in the success of citizen science projects and research, we 
invite citizen science evaluators and researchers to share 
these experiences broadly with the citizen science com-
munity in an effort to highlight the valuable role that citi-
zen science can play in engaging the public with science.
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